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Abstract—This paper presents the development and imple-
mentation of an Inertial Measurement Unit (IMU) where Micro-
Electro-Mechanical System (MEMS) sensors are used to measure
angular velocity and acceleration, a magnetic sensor (magne-
tometer) is used to calibrate against orientation drifts, a Global
Positioning System (GPS) signal receiver is integrated and an
extended Kalman filter algorithm is applied for real time signal
processing to estimate the attitude of an object in space. The
MATLAB/Simulink Embedded tool and C30/MPLAB Compiler
are used to design, compile, and download directly into the target.
An update rate of 100Hz with real time floating point processing
can be achieved for the extended Kalman algorithm using a
Microchip 16 bit dsPIC33f256 microcontroller.

Keywords—IMU; MEMS Sensor; Extended Kalman Filter;
Attitude Estimation; Embedded System

I. INTRODUCTION

NMANNED Aerial Vehicles (UAVs) is a rapidly growing

area of research and development. Navigation is an
important task of UAVs and can be defined as the process of
determining their positions, orientations and velocities. One
of the biggest technical barriers is the accurate estimation
of object’s positions in space [1]. Although GPS sensors
can provide fast position information with drift free to the
navigation system at all time, it requires direct lines of the
signal from at least four GPS satellites. GPS signals can be
often interrupted by land-based objects, e.g. high buildings,
mountains, or other obstacles. When the receiver lost GPS
signals from satellites, it takes a significant time to reconnect
and to resolve the ambiguities of phase measurement. In this
case, the navigation system can use information from inertial
sensors (gyroscopes, accelerometers, etc.) and magnetometers
to estimate orientation and position parameters.
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The accuracy of an estimator is strongly affected by the
bias drift on each axis and by the noises from its sensors and
platform. Vibration of the vehicle also makes some noises.
These noises need to be filtered out. Typically gyroscopes can
be used to calculate the attitude of the object by integrating
their signals. Nowadays, low-cost IMU modules could be
developed using cheap MEMS inertial sensors combined with
high speed digital signal processors (DSPs) or microcontrollers
with digital signal processing support [2], [3], [4]. However,
MEMS sensors have more noises and bias drifts that need to
be eliminated since the accumulation of them could make a
reasonable error over time.

The design of such attitude estimation requires either
an expensive commercial module or significant knowledge
of electronics, attitude dynamics, and Kalman filtering [5],
[6], [7]. This paper presents in detail the development and
implementation of a low-cost IMU module where a 10-state
extended Kalman filter (4 quaternions, 3 angle velocities, 3
angle velocity biases) with MEMS sensors (accelerometers
and gyroscopes) are applied to determine yaw, pitch and roll
angles of the vehicle for navigation purposes. To increase the
accuracy of angle estimation, a calibration process should be
integrated into Kalman filtering algorithm to provide higher
accurate orientation angle results from information acquired
from magnetometers and accelerometers.

The rest of the paper is organized as follows. Basic
concepts of calibration are presented in Section II. Section
IIT presents extended Kalman filters and attitude dynamics.
This section is a shortened version of Section II of [7] and
is rewritten for convenience. The IMU implementation is
introduced in Section IV. The results of performance testing
are given in Section V. We conclude in Section VI.



II. CALIBRATION OF MAGNETIC SENSORS

Orientation angles can be estimated for moving objects
with GPS signals from GPSs, Glonass, Galileo, Beidou sys-
tems. When GPS signals absent, magnetometers (that sense
Earth’s geomagnetic field strength) can be utilized to deter-
mine absolute orientation angles via reference to the local
magnetic North. The difference between the absolute North
and local North is considered as magnetic declination and is a
function of latitude, longitude and time using a global model
such as World Magnetic Model (WMM). However, measured
geomagnetic amplitude varies due to magnetic storms or other
magnetic components e.g. vehicles, buildings, bridges, electric
power lines, etc. As a consequence, the reference local north
orientation is misaligned to magnetic forces in the horizontal
plane.

The outputs of magnetometers depend on the tilt com-
pensation (inaccurate horizontal plane estimates) and the cal-
ibration process including identification of error sources and
noise eliminations from measurement outputs. The traditional
automatic calibration is based on the fact that the locus of
precise geomagnetic measurement is a circle if the sensor
moves around a circle. The impact of various magnetometer
errors would distort the shape of the locus. The circular
constraint, therefore, can be utilized to partially estimate the
local variations of the Earth’s magnetic field strength.

In practice, auto-calibration implementation does not re-
quire any reference orientation angle, but orientation of the
moving object depends on the positions and efficiency of
magnetic field components in the proximity of the sensor.
When sensors are first installed in a new environment, a
calibration procedure needs to be done in advance to eliminate
or compensate the biases and the effects of the new magnetic
field environment.

Magnetometers’ outputs M;}C,Méw,]wz’w are represented

as:
M} = S, M + B,

Mhe = 8, Mdo + By (1)
M%LC — Mdo + B
where S,,S5,,S. are scale factors, B,,B,, B, are off-

sets along the horizontal axes of the magnetic field, and

Mo My do N[d are the measured magnetic components of the
d d d d d d

Earth Let A/[zronazv Ma;gnn7 Myrl:mzv y%mv gr?’mz’ zr?u'n’

be maximal, minimal values of measured magnetic fields along

— , y— and z— axes, respectively. Then the scale factors and

offset values are calculated by using the following equations:

d d d
S MAX( ymaz Myyonzn Myglaz Myvonzn)
P M = Mffnm P Mo M
Mo _ppdo Mo _ppdo
Sy =MAX(1 ,Mfd:?“,]\,ﬁg“", ) (@)
/m ax ymin glzw aw NI%’D” in
—_ Mo M —M .
S, =MAX(1 Lemas zmin ymaz ymin
(1 ’M‘“:m —Mfp, 0 M —MZ
Mo _ppdo d
B, = zmaz zmin _ ]\ [a0 )S
xmazx/~T
Mo Zppdo
— (Zymaz " Pymin _ prdo
BU_( B 2 B wzax)'sy (3)
M e do
B, = zmatZ zmin Mzmax)‘s

Scale factors can be determined by the ratios of the major
and minor axes of eclipses formed by the locus of magnetic
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TABLE L PREDEFINED CALIBRARION PARAMETERS FOR

HMCS5833L SENSOR

d d d d d d
Mivae | Mamin | Mitae | Mypiin | MIjae | MZI5n
3130(nT) | 3070(nT) | -2750(nT) | 3240(nT) | -2960(nT) | 3940 (nT)

S B, S, B, S. S.

1,119 333 L15 27,6 1 51

measurements. Bias parameters are defined as the offsets of the
eclipse’s centre. With these parameters, the calibration value
for the each component of the magnetometers can be calculated
using equation (2). To apply equations (1) and (2) in adjusting
the measured magnetic values, we need to rotate the sensors
several rounds (about 360°), then specify the measured values
like in the first row of the Table I and calibrate sensor outputs
using equation (3). Applying scale factors and offsets in Table I

for equation (1), it is possible to transform Mxoy . 1n a distorted
shape into spheric M, fcq -

Table I provides the measured values, scale factors and bias
values of magnetometer Honeywell HMC5883L, installed on
the sensor system GY80. These values are given to the Kalman
filter simulink block in Section IV.

III. STATE ESTIMATION AND EXTENDED
KALMAN FILTER

A. Extended Kalman Filter

The expectation value of state error Azy is known as the
covariance of the states expressed by the following equation:

“

An optimal feedback gain K} can be derived by minimizing
Py. For linear systems this is known as the Kalman filter and
was first presented in 1960 by Kalman [6]. The estimated
state and covariance are propagated at every time step, but in
many systems, measurements are only sporadically available.
In this case the state covariance grows for many time steps
as the estimated state diverges from the true state. When
a measurement becomes available, the feedback gain Kj, is
calculated, the state is corrected, and the state covariance is
updated (reduced) accordingly. The Kalman filter has been
applied to nonlinear systems in many different ways. One
of the most straightforward techniques is to linearize the
system dynamics and the measurement function around the
expected state Zp(—), and then apply the Kalman filter as
normal. This is known as extended Kalman filtering and the
implementation equations (borrowed from [5]) are presented
in Table II. Extended Kalman filter allows to dynamically
estimate attitude and drifting gyro biases, as long as they are
modeled as states in our dynamical system. Next the three-
dimensional attitude dynamics and measurement equations will
be derived.

Py = e([@ — @x)[Tx — 1]7)

B. Attitude Dynamics Equations

Suppose there is a rigid body with the body coordinate
system OX’Y’Z’ and a reference coordinate system OXYZ
(e.g. the Earth) (Fig. 1). Orientation angles are defined by the
angles between each axis couples OX, QY, OZ and OX’, OY’,
0Z’, respectively, when the origin of the reference coordinate
system is translated to the origin of the body coordinate system



TABLE II. EXTENDED KALMAN FILTER IMPLEMENTATION
EQUATIONS
System dynamics Fp=Flp_1(Fp_1)+EK_1 (k1)
Measurement Zp=h (T})+7) (k2)
Covariance Pp=c([&)—2][@—d,]T) (k3)
State propagation @ (—)=Pp_1(&p_1(+) (k4)
. . L OFf—
Dynamics linearization Dy = ;m L ’m:ik71(+) (k5)
Predicted measurement Zp=hpe(—) (k6)
Measurement
linearization Hp= % iy () (k7)
State covariance
propagation Pp(—)=%,_1P,_1(H)eT _1+Qu_1 (k8)
Feedback gain Kk:Pk(—)Hz:Hk: Pk(—)H5+Rk; (k9)
State update Ep (F)=@p (=) + K (2 — ) (k10)
State covariance update Py (+)=(1—K}, Hy) P (—) (k11)

Fig. 1.

Body coordinate system and reference coordinate system

preserving the directions of OX, OY and OZ unchanged.
The angles representing the relationship between these two
coordinate systems are called attitude Euler angles including
yaw (1)), pitch (0) and roll () angles. From orientation angles,
the direction cosine matrix (DCM) between two coordinate
systems is calculated as follows [3]:

Up Ue
vy | =T(p,0,%) | ve (&)
Wh We
where
cospcosh sin 0 sin ¥ cosf
T = | —cosysinfcosp+sinysing cosfcosp  sin 1 sin cosp+cos P sin @

cost sin 0 sin p+sin Pcosp cosfsin ¢  sin sin 6 sin p+cos Ycosy

[1e vewe]T is a vector in the reference frame, and [upvpwy)”
is the vector in the rigid body frame.

It turns out that the Euler angle dynamics can be derived
independently. Because the body rotation rates i = [w, wyw,]
are defined as instantaneous rotation rates about the OX, OY,
and OZ axes, respectively, it can be observed that ¢ is a
rotation about the OX axis. 6 is a rotation about an intermediate
axis, so to project ¢ onto the body frame it must be rotated
using the ¢ rotation. Likewise, ¢ must be rotated about first
0, and then ¢, i.e.

wa é 0 0
=Ll emnls] o
we 0 0 )
From (5) and (6) we obtain:
} cos(¢) tan(0) [
— sin(¢) :| |:‘*’y :| (7)

o) 1 sin(¢) tan(6)
|: 6 :| = |:O cos(¢)
cos(¢) sec(0)

b 0  sin(¢)sec(0)
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Fig. 2. IMU Block Diagram

Quaternion is hyper-complex numbers of rank 4. A quaternion
g can be expressed as:

q=qo+1iq1+ jg2 + kg3
Then the DCM is a function of ¢:

up
Up
wy

2¢2 +2¢2 -1
T = |2¢19, — 29993
2q195 + 2999,

=T(q)

Ue
Ve } ®)
We

where

2¢193 — 2999,
24905 + 2qpq
2q2 +2¢2 -1

2¢,q2 + 29043
23 +2¢2 — 1
242405 — 290,

IvVv. IMU MODULE IMPLEMENTATION
A. Hardware Design

The IMU module contains a dsPIC33f-based board and
auxiliary blocks including power supply, blocks for communi-
cation and interface with MEMS sensors (using 1?C protocol
standard), GPS (COM1) and data transmission of data to PC
(COM2) (Fig. 2). The MEMS sensor block (of GYS85 type)
has sensors for angular velocity, acceleration and magnetic
field strength sensors (magnetometers). The GPS block is of u-
blox5S type. To test the implemented module for performance,
the module is mounted on a 1573 Series Automatic Positioning
and Rate Table System (the Test Table System) from the Ideal
Aerosmith Corporation. The Test Table System is designed to
provide precise and reliable positions (with accuracy of +20
arc sec), rates (with accuracy of 0.005%) and acceleration



motion control (with complex motion profiles) for the pro-
duction test and/or development of inertial packages and their
components. It can be operated from the AERO 832 Controller
front panel for local control or through a computer interface for
remote control and is programmed with the Ideal Aerosmith
Table Language (ATL) for remote operation.

B. Implementation Equations

The IMU module is developed using an extended Kalman
filter with the full quaternions [gyqi g2 q3]”. The state is
T = [qoq1q2 g3 w1 waws by babs]” where b; are the gyro
biases. The implementation follows the equations summarized
in Table II and it is necessary to derive the state transfer
functions f and ¢, the measurement functions h and H, and
the noise covariance matrixes () and R.

1) State transfer functions: Rotation angular velocities and
drifts of the gyroscopes are assumed to be stochastic processes,
ie.

G = g1+ Do k-1
- > = )
b, = bp—1+byr—1

The state #y; is represented as follows: State transfer
function f is derived from the above equation and equation
(k1). From equation (k7), ¢ is obtained by taking partial
derivatives of f.

2) Measurement functions: Measurement of gravity and
inertial acceleration in the body frame is expressed by:

.
i
29

(10)

Zaccel = T

Most efficient computation is with accurate tracking estima-
tion, i.e. ¢ = ¢ , and then subtracting the inertial accelerations
measured by GPS block we obtain:

T x 0
Zaccel = Tq y - Té y = Tq 0 (l D
Z—g z —qg

After coordinate transformation we obtain:

2¢2+2¢7 -1 2q192+2q093 24195 —2q4d 0
2 2
Zaceel= | 241495—290q3  2qg+2q5-—1 24543+2q4q; 0
2 2
29193124909 242932909, | 29p5+2q3 -1 -9 (12)

=1 —29(a,a93—9p9;)
—9(2q5+245—1)

Local (Earth) magnetic field is measured, given as

—29(q193+4042) :|

2¢2+2¢5 -1 2q,a05+2q9a3 24,4324 45 B,
Zmag = | 24195—29095  2a5+2a3—1  2d393+2d04; By (13)
2q,q3+29595 295932939y 2q£+2q§—1 B:

Measured body’s angular velocities including drifts are given
by:

w1+ b1
wa + by
w3 + bs

(14)

Zy =

Combining equations (12), (13), and (14), the full measure-
ment function h is derived (by (k8)). From equation (%£9),
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the linearized measurement function H is obtained by taking
partial derivatives of h, given as

2g94q2 —2gq3 29q9

—29491 —2940 —29493

—4gqq 0 o
4Bxqp—2Bzq2+2Byq3 4Bgxq1+2Byq2+2Bzq3 —2Bzqp+2Byaq;

H = | 4Byqp+2Bzq1 —2Bgzaq3 2Bzqp+2Bzq2 4Byqo+2Bzq1 —2Bzq3
4Bzqp—2Byq1+2Bzqz 2Bzqp+2Bgaz 2Bgqp+2Byqs

0 —2Byaqo+2Bgza3 [

0 0 0

0 0 0
—29491 0O 0 0 0 0 O
—2gqg 00 0 0 0 O
—4gq3 00 0 0 0 O

2Byqo+2Bzq1
—2Bgzqo+2Bzaz
4Byq0+2Bzq1 —2Bgza3
0
0
0

(15)

o ow~o oo
o~ oo oo

0 0
0o o
0o o0
0o o
1 0
0 1

3) System and measurement noise covariances: The system

noise covariance is assumed to be:
2

'0';70 0 0 0 0 0 0 0 0 0 7
0 agl 0 0 0 0 0 0 0 0
0 0 032 0 0 0 0 0 0 0
0 0 0 ags 0 0 0 0 0 0
0 0 0 0 02 0 0 0 0 0
Q= P (16)
0 0 0 0 0 G“’Z 0 0 0 0
0 0 0 0 0 0 ol 0 0
0 0 0 0 0 0 0 agl 0 0
0 0 0 0 0 0 0 0 022 0
L o 0 0 0 0 0 0 0 o o2 |
b3

where o, is the expected quaternion system noise, o, is the
random walk on the body rates, and o is the random walk on
the gyro biases. The sensor or measurement noise covariance

is given as:

re2 o o 0 0 0 0 0 07
0 o2 o0 0 0 0 o o0 o
o o0 o2 0 0 0 o o0 o0
0o 0o o0 o, 0 0 o o0 o0

R=|0o o o 0 g 0 o 0 o0 17)

o o0 o 0 0 0rag 0O 0 0
o 0 0 0 0 0 2 0 o
o 0 0 0 0 0 0 o2 o0

Lo o o 0 0 0 0o 0 o2

where 04,0mqg , and o, are the standard deviations of the
expected noises of the accelerometers, magnetometers, and rate
gyros, respectively.

Though this implementation is computationally simpler
than an Euler angle direct implementation, it is still too
intensive for a 16-bit microcontroller with floating point DSP
at a reasonable update rate.

C. Software Design

The development and implementation of the algorithm in
the previous section on a high speed dsPIC microcontroller
are done using the compiler tool chain from Mathworks and
Microchip (Fig. 3).

These tools allow convenient and fast design of computa-
tion and processing models with graphical design, drag and
drop of blocks from Simulink built-in libraries, corresponding
blocks for dsPIC available in MATLAB/Simulink and MAT-
LAB functions (*.m files, s-functions).

Simulink modules for simulation and generation of em-
bedded application programs can be compiled and then down-
loaded directly into the dsPIC microcontroller target. Modules
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Fig. 4. Simulink implementation of our designed attitude estimation

for attitude estimation, gyro drift (biases) and quaternions are
designed as shown in Fig. 4.

The main module contains a sub-module for reading data
from MEMS sensors through I2C interface, function for read-
ing GPS data from COM1, a sub-module for Kalman filter and
a sub-module for sending output data to PC through COM2.

After compiling with Real-time Workshop Embedded
Coder, the code is downloaded into the target using a Mi-
crochip Development Programmer/Debugger PICKit 2.
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Fig. 5. Experimental results of object’s rotation in space; 1 - MEMs GY80
sensor; 2 - Microcontroller of the designed IMU module; 3 - yaw, pitch and
roll angles; 4 - Three Euler angles from the open-source software tool for
UAV
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Fig. 6. Experiment results when rotating the object in space; 1 - Rotation
angle of the Test Table System about Y axis; 2 - estimation angles about Y
axis; 3 - estimation angular velocities about Y axis

V. PERFORMANCE TESTING

Fig. 5 illustrates the graphic user interface of a dedicated
open-source UAV control tool for the designed IMU module,
where the module (object) is rotated in space with roll, pitch
and yaw angles at —3.3%,24.9% and —11.5°, respectively.

The graph in Fig. 6 shows estimation angles (dashed line
-2) and angular velocities (dashed line -3) obtained from the
implemented module when the Test Table System rotates (with
sinusoidal motion profile) about Z axis from 0 to 600 with rate
of 100/s (solid line 1). After performing several experiments,
it is figured out that the estimation angle static accuracy is
statistically about 0.1 degrees. The update rate of 100Hz can
be achieved.

VI. CONCLUSIONS

The experiment results show that our algorithm can cal-
ibrate outputs of magnetometers for estimating orientation
angles when GPS signals lost. This paper is a continuation
of [7]. The designed extended Kalman filter is implemented



with the calibration procedure against orientation drifts for
magnetometers in the dsPIC microcontroller, it guarantees real-
time computation and floating point precision. The accuracy
of orientation estimation is the same as those done in [7]
despite magnetic noises from the surroundings. A high speed
DSP processor can be used to increase the update rate. The
designed module(IMU) is low cost and suitable for object
attitude estimation in practical embedded applications. It can
be used in miniature GPS/INS systems for autonomous vehicle
navigation.
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